Understanding Risks: The Impact of Risk Perception on Trusts and
Acceptability of Al-Systems.

Background

As stated in multiple guidelines and upcoming european regulations, transparency and
explainability are a requirement for ethical by design Al-powered technologies. Explainability of Al
can be understood from various angles: interpretability for the developers, and understandability
for the users. It is this second side that interests us in this research, as a step towards an
accountability framework for Al-systems.

Expected goals

Drawing upon past literature, and survey designed data collection, this thesis will aim at identifying
users' risk perception based on ethics principles, and the law. Additionally, acceptability and trusts
towards Al depending on different risk types and levels will need to be assessed. Finally, a survey-
based evaluation of users’ acceptance and trusts in Als depending on different Al caracteristics
and risks will be lead.

Research Questions

e Which risks in Al systems are perceived as acceptable by the user?
e Which categories and levels of risks impact users’ trust and acceptance of Al-Systems
most?
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